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When crowdsourcing the creation of machine learning datasets, statistical distributions that capture diverse
answers can represent ambiguous data better than a single best answer. Unfortunately, collecting distributions
is expensive because a large number of responses need to be collected to form a stable distribution. Despite
this, the efficient collection of answer distributions—that is, ways to use less human effort to collect estimates
of the eventual distribution that would be formed by a large group of responses—is an under-studied topic.
In this paper, we demonstrate that this type of estimation is possible and characterize different elicitation
approaches to guide the development of future systems. We investigate eight elicitation approaches along two
dimensions: annotation granularity and estimation perspective. Annotation granularity is varied by annotating
i) a single “best” label, ii) all relevant labels, iii) a ranking of all relevant labels, or iv) real-valued weights for
all relevant labels. Estimation perspective is varied by prompting workers to either respond with their own
answer or an estimate of the answer(s) that they expect other workers would provide. Our study collected
ordinal annotations on the emotional valence of facial images from 1, 960 crowd workers and found that,
surprisingly, the most fine-grained elicitation methods were not the most accurate, despite workers spending
more time to provide answers. Instead, the most efficient approach was to ask workers to choose all relevant
classes that others would have selected. This resulted in a 21.4% reduction in the human time required to reach
the same performance as the baseline (i.e., selecting a single answer with their own perspective). By analyzing
cases in which finer-grained annotations degraded performance, we contribute to a better understanding
of the trade-offs between answer elicitation approaches. Our work makes it more tractable to use answer
distributions in large-scale tasks such as ML training, and aims to spark future work on techniques that can
efficiently estimate answer distributions.
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1 INTRODUCTION

When creating Machine Learning (ML) datasets, it is a common practice to crowdsource a single
best answer to represent a data instance (e.g., annotating a data instance with a label). To assure the
quality of answers, ML practitioners and crowdsourcing researchers usually collect answers with
high levels of agreement [71, 78]. However, in domains where answers are ambiguous or subjective,
such as emotion recognition [82] or entity recognition [47], multiple valid interpretations may
exist. One key reason for this isdata ambiguity, where a data instance lacks su�cient contextual
information to be annotated with a single label [1, 16, 17, 47, 64]. In these cases,answer distributions
can more accurately represent people's interpretations than a single best answer would [16]. For
example, in emotion annotation, they can indicate whether an emotion is subtly or clearly dis-
played [82]. As a result, answer distributions have been used as a supervisory signal for training ML
models on ambiguous data [3, 17, 24� 26, 41, 82]. Unfortunately, crowdsourcing answer distributions
will use more human time (and thus, cost) because accurately estimating the proportion of people
who would select each label requires more signal than identifying the single majority answer.

In this paper, we show it is possible to estimate the answer distribution of a larger group using
fewer workers by eliciting richer responses (e.g., multiple labels with frequency information)
from each worker. We investigate eight elicitation approaches along two dimensions: annotation
granularity and estimation perspective (Table 1). For annotation granularity, we vary the amount
of information that crowd workers are asked to provide, expecting that crowd workers estimate
answer distributions more e�ciently with �ner granularity. We examine four levels of granularity:
1) choosing a single �best� label, 2) choosing all plausible labels, 3) ranking all plausible labels,
and 4) annotating the real-valued probability that each label is a plausible answer. For estimation
perspective, we ask workers to either respond with their own perspective or estimate from other
people's perspective, similar to peer prediction from Bayesian Truth Serum [65, 66].

To evaluate these4 � 2 experimental conditions, we measure accuracy and total human time
required. Our study collected ordinal annotations from1;960crowd workers on the emotional
valence of ambiguous facial expressions in images. Our results show that the most accurate and
e�cient approach was choosing all plausible labels that other workers would have selected. This
approach achieved similar performance to the baseline (choosing a single best label) with40%
fewer workers and 21.4% less human time. It even outperformed approaches that elicited
more �ne-grained annotations and took more time. We observed that estimating from other
workers' perspective was more e�ective only when selecting a set of plausible labels (without
�ne-grained weights). Further analysis showed that for the most �ne-grained approach, which
involved annotating the probability, workers had a tendency to concentrate probabilities to a
smaller number of labels, which explains the trade-o�s observed in annotation granularity. Our
�ndings best apply to task domains in which crowd workers generate diverse answers mainly
due to data ambiguity. Overall, we make using answer distributions more feasible in tasks that
require a large amount of data, such as ML training, and characterize opportunities and challenges
in designing elicitation approaches for a more e�cient collection of answer distributions.

In this paper, we contribute the following:
� A systematic evaluation of eight elicitation approaches for estimating collective answer

distributions, which vary by annotation granularity and estimation perspective.

� Experimental results and analysis on a facial image emotion annotation task, which show
�ne-grained annotations do not always lead to better estimation, due to heavily skewed
estimations in answers from individual workers.

� Guidelines to apply our �ndings more broadly for e�cient and accurate estimation of collec-
tive answer distributions in other domains.
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2 RELATED WORK

In this section, we review research on 1) causes of answer variation in annotation tasks, 2) bene�ts
of answer distributions in training ML models, 3) elicitation approaches used for ambiguous data
annotation, 4) techniques that leverage people's ability to estimate other people's answers, and 5)
approaches that leverage diverse answers in other domains.

2.1 Understanding Sources of Answer Variation in Annotation Tasks

Previous research has found that, for ambiguous data, annotators may generate disagreeing and
diverse answers that are still valid, which implies a level of inaccuracy in representing such data
with a single label. Using the triangle of reference [61], Dumitrache et al. [15] claimed that inter-
annotator disagreement comes from three sources, 1) sign: the ambiguity of the data instance
itself, 2) interpreter: annotators' di�erent perspectives, and 3) referent: under-speci�ed annotation
design. For the aspect of sign, Plank et al. [64] found that even expert annotators disagreed in
part-of-speech tagging and claimed that diverse answers can be due to the ambiguity of the data.
On the other hand, Sen et al. [68] and Lee et al. [56] reported cases where answer disagreement
was due to the di�erent perspectives or expertise of contributors. They found experts and crowd
workers generated systematic disagreement in tasks with domain-speci�c concepts. Kairam et
al. [47] found that besides the ambiguity of data and annotators, referent, an unclear annotation
design, can also be a source of disagreement in entity extraction tasks. Motivated by previous work
that suggested ambiguous data would not be best represented with a single answer, we investigate
annotation approaches to collect a distribution of answers more e�ciently.

2.2 Benefits of Using Answer Distributions as Annotations

For ML models trained on ambiguous data, answer distributions would be more accurate annotations
for data instances than a single answer. With the CrowdTruth metric, which computes the degree of
disagreement within an answer distribution, Dumitrache et al. [16] found that answer distributions
convey information about the ambiguity of data. Zhang et al. [82] used the answer distribution
as the supervisory signal for training an emotion inference model, because it can capture the
subtlety in an emotional display. Similarly, Aung et al. [3] used answer distributions when training
a machine learning model that infers how much students are engaged in a lecture video from
ambiguous facial images. For ambiguous data, using answer distributions as supervisory signals
also bene�ts the performance of machine learning models. Aung et al. [3] and Gao et al. [24] found
that using answer distributions gave rise to regularization e�ects as a model avoided learning from
only one answer, but instead learned from multiple plausible answers. In this work, to make such
bene�ts of answer distributions more feasible, we investigate more e�cient elicitation approaches
for collecting answer distributions.

2.3 Annotation Elicitation Approaches for Ambiguous Data

For ambiguous data instances that cannot be best represented with a single answer, researchers
examined various elicitation approaches, but not with the focus on how e�ciently and accurately
those approaches estimate answer distributions. One approach is allowing annotators to choose
multiple labels. In a medical relation extraction task, Dumitrache et al. [17] allowed annotators
to choose multiple labels and aggregated responses in a vector in which each dimension is the
frequency of crowd workers selecting each label. Dumitrache et al. showed that such an approach
improved the performance of the trained algorithm, but did not show how it estimated answer
distributions. Cascade and Deluge [5, 8] also allowed workers to select multiple labels to obtain a
set of most relevant labels in the classi�cation task. However, these systems focused on obtaining a
full range of similar labels to give better context to crowd workers who later choose one �nal label.
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Another approach is for workers to directly generate the answer distribution. Augustin et al. [2]
collected annotations in the distributions and measured their accuracy on retrieving objective
proportion values, such as the amount of color used in a �ag, or getting distributions de�ned
by expert annotators. Jurgens [46] elicited a weighted selection of multiple labels in word sense
disambiguation, which is an ambiguous annotation domain, but focused on getting consistent
answers with a high inter-annotator agreement. For elicitation approaches motivated by previous
work, this work investigates how accurately and e�ciently di�erent elicitation approaches can be
used in estimating collective answer distributions.

2.4 Estimating Other People's Perspective

The approach of estimating how other people would have answered a question has been used in
previous work, but with a di�erent purpose from our use case. Bayesian Truth Serum [65, 66] used
distribution estimates on other people's answers to get one correct answer from by comparing the
aggregated estimations with aggregated answers from people's own perspectives. For an ideation
task, Teevan et al. [77] asked individuals to come up with more diverse ideas by making them
assume di�erent expert roles. Unlike these, for ambiguous data annotation tasks, our work evaluates
if a low number of workers can estimate eventual answer distributions that many responses would
form by assuming perspectives of other annotators.

2.5 Approaches that Leverage Diverse Answers

Our work builds on previous approaches that leveraged multiple answers to achieve a diverse range
of goals, from collecting a thorough set of diverse answers to using diverse answers to compute
out the best answer.

Data generation tasks for natural language processing, such as natural language elicitation [80],
summarization [42] or paraphrase tasks [43] have elicited diverse answers to get thorough datasets
that can make machine learning algorithms robust. In order to elicit a more diverse set of responses,
previous research has used priming via di�erent instructions or examples to help workers focus on
di�erent aspects of the text and hence generate diverse natural language data instances.

Work in crowdsourcing for visual tasks has also leveraged diverse responses to get a single "best"
answer. For example, Song et al. [73, 74] elicited and aggregated diverse responses with various
error patterns with di�erent tools to get the most accurate results. Gurari et al. [33] expanded this
approach to also consider diverse outputs of machine algorithms and more e�ciently crowdsourced
segmentations. Song et al. [75] aggregated annotations from diverse video frames to more accurately
reconstruct 3D scenes from 2D videos.

Crowd ideation is another domain where getting diverse, non-overlapping responses is a crucial
goal. To get more diverse responses from crowds, Siangliulue et al. [69] exposed crowds to a more
diverse set of examples and showed that the timely exposure of examples can help crowds generate
more ideas [70]. Girotto et al. also increased the diversity of ideas with personalized inspiration [27].
Teevan et al. let crowds assume di�erent roles of experts and crowdsourced more diverse ideas [77].
In a civic engagement system for crowd ideation, Grau et al. [30] studied ways to motivate diverse
participants, which can lead to diverse answers.

For subjective tasks, systems that aggregate diverse opinions help users to make optimal decisions.
Kim et al. [50] built a system that helps citizens deliberate on public policy with an awareness of
the opinions of diverse stakeholders. In the context of decision making, Hong et al. [34, 35] built a
system that enables users to be aware of the diverse opinions of a small group of users.

In this paper we aim to use di�erent elicitation approaches to more e�ciently crowdsource the
collection of diverse responses to ambiguous data.
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Annotation Granularity
Single Multiple Ranking Probability

Estimation Self Single Multiple Ranking Probability
Perspective Others SingleEsti MultipleEsti RankingEsti ProbabilityEsti

Table 1. Elicitation approaches examined in this study, and the two dimensions they vary on: 1) the granularity
of annotations and 2) whether to annotate based on a worker's own perspective or to estimate what the
group as a whole would provide as answers.

(a) Annotation interface forSingleandSingleEsti, in radio bu�ons. Annotators can only provide a single label.

(b) Annotation interface forMultiple andMultipleEsti, in checkboxes. Annotator can provide multiple labels.

(c) Annotation interface forRankingandRankingEsti, in checkboxes with a ranking function, which ranks
labels in the order of selection. Annotators provide multiple labels with ranking information.

(d) Annotation interface forProbabilityandProbabilityEsti, which allows workers to assign tokens to labels
such that they sum to100. Annotators provide multiple labels with probability information.

Fig. 1. Annotation interfaces for our di�erent annotation granularity elicitation approaches.

3 ANSWER ELICITATION APPROACHES

In this work, we investigate answer elicitation approaches to reliably estimatecollective answer
distributionsfor ambiguous data. A collective answer distribution captures the proportion of each
label given by a group sampled from a target population. Since getting reliable collective answer
distribution requires more responses (samples) [13], it can be prohibitively expensive for large-scale
annotation tasks. In this section, we describe our approaches to elicit richer responses from each
crowd worker, to estimate the collective answer distribution with less total crowd worker e�ort.

We considered three factors that cause answer variation (introduced in Section 2.1):sign(input
data),interpreter(annotator perspective), andreferent(annotation options). Ambiguoussign, or
a data instance, serves as the major source of diverse answers that form the distribution and
we explain how we included it in the study in Section 4.2. We primarily consideredreferentand
interpreterwhen devising the elicitation methods for estimating collective answer distributions.
Forreferent, we focused on theannotation granularity, which we varied across four levels, from the
most coarse-grained single answer to the most �ne-grained real-valued probabilities. Forinterpreter,
we examined theestimation perspective, speci�cally, whether an annotator is responding from their
own perspective or from an indirect perspective by estimating the answers of other workers. Here,
we describe eight answer elicitation approaches (Table 1) derived from these two dimensions.
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3.1 Varying the Granularity of Annotations

For annotation granularity, we explored four levels. The conventional and simplest annotation
approach isSingle, which only allows a single answer from a worker (Figure 1a). This approach
is used as a baseline approach in our study. However, crowd workers would be able to o�er
more information than a single answer [79] because people can recognize multiple potential
interpretations of ambiguous data [58]. Thus, we examine whether receiving more �ne-grained
annotations than a single answer could improve the e�ciency of estimating collective answer
distributions.Multiple (Figure 1b) allows workers to choose multiple labels that they believe are
the most plausibly correct.Ranking(Figure 1c) asks workers to provide an ordered set of labels
based on which they think will be the most correct.Probability(Figure 1d) asks workers to assign a
real-valued weight to each label to represent the relative con�dence they have in each label.

We expect that workers would estimate answer distributions more accurately withProbability,
because it is the most precise annotation method which can even represent the exact collective
answer distribution. In summary, we varied annotation granularity across four levels by changing
the amount of information that workers can convey about their con�dence in di�erent labels.

3.2 Varying the Perspective of Workers with Prompts

For estimation perspective, we examined two viewpoints.Self asks workers to annotate with their
own belief in what the correct label or a set of labels is. However, prior work has shown that asking
people to estimate the beliefs of a group can more accurately capture the correct answers [65, 66].
Further, the di�erent backgrounds and perspectives that workers bring to the task [18, 47, 68] may
be best elicited if we ask them to estimate what others in a larger group would answer. Thus,Others
asks workers to estimate the response of the group.

Our �nal set of eight experimental conditions is composed of all combinations of our four
granularities paired with each of our two estimation perspectives (Table 1).

4 EXPERIMENTAL SETUP

To understand how elicitation approaches a�ect the e�ciency of estimating collective answer
distributions, we conducted an experiment with the task of annotating the emotional valence
of facial expression in images. First, we describe how we measured the e�ciency of approaches.
Second, we explain why emotion annotation is an adequate domain for the study and which dataset
we used. Then, we introduce how we collected gold standard distributions and how we measured
the stability of gold standard distributions. After that, we explain how we recruited participants
and our experimental procedure and interfaces for the eight elicitation approaches.

4.1 Metrics

We de�ne e�ciency as the cost required to reach a given level of accuracy.Accuracyis de�ned as
the distance between an estimated distribution and a gold standard distribution. We explain how
we create gold standard distributions in Section 4.3. To measure the distance, we used Wasserstein
distance [63], which is the minimum cost of converting one continuous distribution to another.
We did not use the other widely-used metric, KL divergence [52], because it does not re�ect the
inherently ordered relationship between ordinal labels. For instance, a distribution with weights
concentrated on the negative emotion should be measured as more similar to the neutral emotion
than to the positive emotion, but KL divergence assigns the same distance (Figure 2).

When calculating the Wasserstein distance, we mapped ordinal labels to continuous values with
equal distances between adjacent labels, following the practice in ML [72, 82]. Figure 3 shows an
illustration of how a di�erence between two distributions is expressed in Wasserstein distance. Our
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Fig. 2. Distances between distributions measured with two di�erent metrics: Wasserstein distance and
KL divergence. Wasserstein distance (depicted with black lines and values) more accurately represents the
relationship between ordinal labels, measuring the distance between negative emotion and positive emotion
as the farthest. However, KL divergence (depicted with red lines and values) cannot capture this relationship.

Fig. 3. An illustration of how changes in distribution a�ect the Wasserstein distance. The red box and the red
arrow indicate how the weight moves, and the expressionA � B indicates that the weight of B moved the
distance A in the ordinal labels. The next distribution on the right indicates the distribution a�er the change.
The number above the black arrow is the Wasserstein distance between the two distributions.

costmeasure is de�ned in terms of the total human time used to complete the estimation. Because
it is common to �x the hourly wage for a worker, the total human time can represent the total cost.

4.2 Dataset

Emotional expressions can have ambiguous characteristics and they are not always interpreted
uniformly across di�erent individuals [4]. Prior work has shown that representing emotional
expressions with answer distributions can convey richer information, such as how subtly the
emotion is expressed [82], but an e�cient estimation of collective answer distribution has been
under-explored. In this study, for facial expression images, we collected the answer distribution of
the positiveness/negativeness of emotional valence, represented in �ve ordinal labels [82]. For the
facial emotion image dataset, we used the FACES dataset [19]. The FACES dataset contains2;052
facial expression images of179faces with diverse ages between19and80. In the FACES dataset,
each image in the dataset is intended to display one of six emotions: happiness, neutrality, anger,
fear, sadness, or disgust. The main reason we used the FACES dataset is that we could select an
ambiguous subset of images with provided validation annotations, which are ratings of how many
annotators perceived the emotion of a person in an image as what the image was intended for. We
used validation annotations to choose the top40most ambiguous images.

4.3 Gold Standard Distributions

For the gold standard of answer distribution estimation, we used collective answer distributions
that consist of50Singleannotations and measured their stability via bootstrapping.
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4.3.1 Collection of gold standard distributions.For each data instance, we used the distribution
of 50Singleannotations for gold standard distribution. We usedSingleannotations because it is
the most widely-used annotation collection method. To minimize the e�ects of malicious workers
and noisy task results, we used two methods. First, we used gold standard questions [36, 55, 62]
with clear displays of positive or negative emotions. For the gold standard questions, we chose
four images in which validation annotations in the FACES dataset fully agreed with the intended
emotion. When a worker annotated these images incorrectly in the direction of emotional valence,
we considered the worker as low-quality or malicious and omitted their data. Second, we collected
a worker's reasoning for their annotations to �lter out low-quality task results [60]. Speci�cally, we
�ltered out annotations in which a crowd worker's reasoning contradicted with their annotation.
For instance, we �ltered out an annotation where a worker answered with positive emotion and
reasoning saying "This person seems very suspicious about something and it is upsetting him".
Two authors inspected annotations and reasoning independently and had substantial agreements
(Cohen's� = 0:80). Disagreements between authors were resolved by discussions. With these
�ltering methods, we collected gold standard annotations until we reached50annotations for each
data instance. Each crowd worker annotated �ve images including one gold standard question, and
for the 40ambiguous images, we recruited500workers from Amazon Mechanical Turk (MTurk)
usign LegionTools [54]. We recruited crowd workers only in the US with an acceptance rate higher
than 97%. We paid each worker $0:90, which was an hourly wage of $13:74.

4.3.2 Stability of gold standard distributions.Because we sampled50Singleanswer responses for
each gold standard distribution, the distribution can be di�erent if we sample answers again. To
see how much gold standard distributions vary with resampling, we analyzed their stability with
bootstrapping [20]. Speci�cally, we randomly resampled distributions from each gold standard
distribution with replacement10;000times and calculated the Wasserstein distance between
the original distribution and the resampled one. Using this method, we estimate how variable
the distributions were. The mean distance between gold standard distributions and resampled
distributions was0:11(� = 0:07). This mean is shown as gray dotted lines in Figure 5 and Figure 7.

4.4 Participants

For the40images, we collected30annotations for each image-condition pair. With eight elicitation
approaches, we collected9;600annotations in total. While crowd workers annotated �ve images,
some annotations were lost due to technical issues, and therefore we continued recruiting workers
until we collected9; 600annotations. Using LegionTools [54], we recruited a total of1; 960workers
from MTurk, who were in the US and had an acceptance rate higher than97%. We did not recruit
workers who participated in the collection of the gold standard distribution. We paid workers $1:20
for all annotation approaches, which yielded an average hourly wage of $8:66.

4.5 Data Collection Procedure and Interface

To collect data, we conducted a between-subject study, where a worker only annotated with one
elicitation approach. The study consisted of two parts: instructions and tasks.

When crowd workers entered the experiment, they were randomly assigned to one of the eight
elicitation conditions. Workers were �rst given instructions explaining the annotation approach
that they would use. To determine if workers understood the task, we added a quiz at the end of
the instructions. For workers who did not pass this quiz, we excluded their data from the analysis.

After the instruction phase, crowd workers started annotating �ve emotional facial expression
images. ForSingleandSingleEsti, workers were given radio buttons, and forMultipleandMultipleEsti,
workers were given checkboxes. ForRankingandRankingEsti, workers were given checkboxes
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