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Figure 1: Find the Bot! is an interactive and collaborative web-based game that enables players to naturally enhance their facial
emotion recognition skills while also contributing rich, reliable emotion labels for training machine learning models—all
while striving to win the game. The game design promotes observational learning and offers real-time personalized feedback
from other players, facilitating the training of socially agreed-upon emotion labels, even for spontaneous and ambiguous
facial expression images.

ABSTRACT
Facial emotion recognition (FER) constitutes an essential social
skill for both humans and machines to interact with others. To
this end, computer interfaces serve as valuable tools for training
individuals to improve FER abilities, while also serving as tools
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for gathering labels to train FER machine learning datasets. How-
ever, existing tools have limitations on the scope and methods of
training non-clinical populations and also on collecting labels for
machines. In this study, we introduce Find the Bot!, an integrated
game that effectively engages the general population to support
not only human FER learning on spontaneous expressions but also
the collection of reliable judgment-based labels. We incorporated
design guidelines from gamification, education, and crowdsourcing
literature to engage and motivate players. Our evaluation (N=59)
shows that the game encourages players to learn emotional social
norms on perceived facial expressions with a high agreement rate,
facilitating effective FER learning and reliable label collection all
while enjoying gameplay.
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1 INTRODUCTION
The ability to accurately recognize the emotions of others by observ-
ing their facial expressions, known as facial emotion recognition
(FER), plays a crucial role for both humans and machines, affect-
ing the experience of not only human-human interactions but also
human-machine interactions. In the context of human-human inter-
action, higher FER ability is associated with various psychosocial
benefits, eventually improving academic and workplace perfor-
mance [12, 31, 32, 62]. For machines interacting with people, it
becomes possible to provide personalized services when equipped
with FER technologies— catering to people’s specific needs and
preferences [11, 34, 55, 82].

With the advancement in software technology and the expo-
nential increase in online interactions, various computer-based
training tools that support the acquisition of FER abilities likeMicro-
Expressions Training Tool (METT) [23] or Emotion Trainer [67]
have been introduced. These tools serve as a scalable and flexible
alternative to conventional in-person training programs [20, 27, 54].
Most of existing tools are targeted to train a specific group of people,
such as clinical populations with autism or Asperger syndrome, or
police and security personnel who need special training on reading
micro expressions. These tools typically use a sign-based approach
where the facial expressions are divided and interpreted into small
action units (e.g., cheek raiser, lip corner puller, or nose wrinkler)
[24] that are manually coded by experts in advance. However, we ar-
gue that the sign-based approach is not appropriate for helping the
general and non-clinical populations who would benefit from natu-
rally learning diverse and nuanced facial expressions. We believe
that a judgment-based approach [35, 49] may be a more practical
training material for general people because it interprets facial ex-
pression based on how it is universally and heuristically perceived
by a large common population, capturing emotional social norms
shared among general people.

Meanwhile, collecting FER datasets to train artificial intelligence
(AI) requires computer-based tools to create image-label pairs. Usu-
ally, paid annotators are recruited through crowdsourcing to work
on a web-based interface where the interface presents facial expres-
sion images alongside labeling tools. Although machine learning
researchers have recently been focusing on constructing large-
scale datasets containing in-the-wild images that are labeled with
a judgment-based approach [18, 29, 58, 59, 87], these datasets still

exhibit limitations on reliability and robustness. This is primarily
because such datasets are often annotated by a limited number of
untrained annotators, causing issues related to personal biases and
labeling errors. Instead, we suggest creating reliable FER datasets
by involving a broader population that can provide socially agreed
labels, which could yield greater advantages in training AI agents,
particularly for those that have to interpret diverse people’s emo-
tions in real-world scenarios.

In this work, we pay attention to the fact that appropriate train-
ing materials are key requirements for both human FER training
and machine learning data collection. To this end, we present Find
the Bot! (Figure 1), a web-based game that engages a group of the
general population to naturally train individuals with their FER
ability while enjoying the game, and simultaneously obtain rich
judgment-based annotations that can be used later to train other AI
algorithms on in-the-wild facial images with socially agreed upon
emotion labels. Our game is inspired by the globally popular game
of Mafia (also known as “Werewolf”’), where players cooperate
to find the ‘Mafia’ among themselves through active interactions
such as observation, debating, and voting.1 We hypothesize that
this collaborative and immersive mainstream game can effectively
address additional challenges identified in current training and
data collection interfaces by seamlessly incorporating a wide range
of suggestions and guidelines from gamification, education, and
crowdsourcing into a single application. Specifically, we set the
following research questions:

• RQ1 : Does Find the Bot! provide an engaging game experi-
ence to all players?

• RQ2 : Does Find the Bot! increase judgment-based FER scores
for players who had low FER scores?

• RQ3 : Does Find the Bot! increase the social agreement of
the collected labels on facial expression images?

To evaluate the feasibility and user experience of Find the Bot!
and answer to the research questions, we conducted a user study
with 59 participants, where we classified 22 of them as low FER
group based on their pre-survey FER scores. We randomly divided
the low FER group into learner group (N=11) who used Find the Bot!
and control group (N=11) who did not, and compared the changes in
their pre- and post-FER scores. We also evaluated the quality of the
labels collected in the game. In addition, we qualitatively analyzed
measurements of usability (SUS) and game experience (GEQ and
custom questionnaires) in a post-survey. Our results suggest that
Find the Bot! effectively helps train the non-clinical population with
low FER abilities and helps collect reliable and socially agreed-upon
labels through a well-motivated combination of game elements.

In sum, this paper makes the following contributions:
• We investigate and summarize the primary limitations in the
design of both existing human FER training interfaces and
FER machine learning dataset collection interfaces.

• We present the design and implementation of an interactive
web-based game, Find the Bot!, that adopts findings from
literature in gamification, education, and crowdsourcing to
improve the performance of FER training on non-clinical
populations and FER dataset collection for later AI training.

1We released Find the Bot! as an open-source repository for further research: https:
//github.com/diag-dgist/FindtheBot.
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Challenges in Current Human FER Training Interfaces

Limited to sign-based training
[20, 27, 54]

Facial expression images taken in controlled environments with
AUs are hard to capture diverse and ambiguous facial expressions
in the real world.

Limited to self-administered training
[23, 67]

Self-administered training on a computer is less effective than
administered by a human instructor or in small groups.

Limited to partially-combined sessions
[7]

A fraction of the necessary sessions (i.e., instruction, practice,
and feedback) is less effective than a combination of all these
sessions.

Tedious and repetitive sessions
[5, 50, 64]

Simple task design demotivates learners from consistent and ef-
fective training.

Challenges in Current Machine Learning Data Collection Interfaces

Large labeling error and bias
[18, 29]

Limited number of annotators are prone to make biases and erro-
neous decisions, especially when they are untrained and crowd-
sourced.

Limited to single-choice format
[13]

Single-choice interface design makes it difficult to annotate facial
expressions that are complex and ambiguous, especially when
lacking sufficient contextual information for annotation with a
single label.

Limited to efficient estimation
[13]

Crowdsourcing answer distributions requires a large number of
answers to be collected to form a stable distribution, resulting in
high expenses.

Tedious and repetitive sessions
[48, 71, 72]

Simple task design demotivates annotators, resulting in careless
and poor label quality.

Table 1: Challenges in current human FER training interfaces and machine learning data collection interfaces, which hinder
the effective utilization of real-world spontaneous facial expression images that can teach various possible interpretations of
the expressions.

• We report results from a controlled user study demonstrating
that Find the Bot! facilitates consensus on emotional percep-
tions through active interactions, benefiting both learning
of emotional social norms and the quality of collected labels.

• We identify the effectiveness of specific elements within our
game and offer insights and recommendations for designing
engaging and motivating games with a purpose.

2 BACKGROUND AND RELATEDWORK
In this paper, we aim to design a web-based game that attracts peo-
ple to enjoy, and as a byproduct, supports effective FER training and
reliable label collection on spontaneous facial expression images.
We review related work and their limitations in (1) FER training for
humans and (2) FER labeling for machines, which is summarized in
Table 1. Then, we investigate the landscape and design principles
for web-based games, which lead us to design a game that combats
the limitations of both (1) and (2) within a single game design. Fi-
nally, we examine the elements for an effective learning process
in general, aiming to enhance FER learning effectiveness through
user interactions within our designed game.

2.1 FER Training for Humans
FER has been widely studied for decades in psychology. Extensive
research has shown that FER abilities play a crucial role in our
daily social lives. For example, higher FER is associated with var-
ious psychosocial benefits, including better relationship quality
[21, 30, 39, 80], social functioning [25, 36, 37, 45], and eventually
improving academic and workplace performance [12, 31, 32, 62].
While psychologists have made significant efforts to improve in-
dividual FER by offering diverse training methods, ranging from
in-person training with one instructor or in small groups [20, 27, 54]
to self-administered computer-based training [61, 66, 67, 83, 85],
these methods are designed to train specific groups of people who
have clinically significant deficits in FER abilities, or who need
professional training to be more sensitive to recognizing micro ex-
pressive emotions. We note that the goal of our work in this paper
is different from this previous work because we aim to build an
interactive and fun game that helps train FER for the general and
non-clinical population, which can positively impact their work-
place performance and everyday social interactions.

Most in-person training has limitations in terms of scalability
and flexibility. For example, learners must schedule appointments
with trainers, visit periodically, and pay for the treatment. More-
over, human trainers can only physically accommodate a limited
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number of learners, and the effectiveness of the training heav-
ily depends on their skill and experience. Thus, FER training is
increasingly offered through computer interfaces, such as Micro-
Expressions Training Tool (METT) [23], Emotion Trainer [67], and
others [5, 50, 64]. To reduce the dependence on human instruc-
tors, such tools are designed to provide fully automated instruction,
practice, and feedback sessions. For example, learners are taught by
written instructions for each emotion expression. Then, with the
instructions in mind, they practice making emotional assumptions
by viewing facial expression images on the screen, clicking on a
correct emotion label button, and receiving feedback such as ‘well
done’ or ‘try again’.

However, the standardized and posed facial expression images
used in these computer-based tools remain a limitation when train-
ing the general population with diverse, nuanced, and spontaneous
facial expressions. For example, Barrett et al. [3] argued that these
sign-based images with manually coded action units (AUs) are lim-
ited to prototypical facial expressions rather than capturing and
showing the ambiguous and complex aspects of spontaneous facial
expressions. In addition, facial expressions posed by the actors are
mostly expressed as exaggerated and only applicable to limited so-
cial contexts (e.g., only shows prototypical expressions of American
people where the actors were hired). It also requires a significant
amount of human effort to record the posed images and manually
code the AUs by experts.

In contrast, a judgment-based approach [35, 49] considers the
common expression perception by a large population as the gold
standard emotions, instead of the professionally coded AUs of a few
experts. It is suggested that reliable labels on spontaneous facial
expression images could be better collected through the judgment-
based approach [35]. We believe that the judgment-based approach
is a more suitable approach for training FER for the non-clinical
populations because it captures the emotional social norms shared
among general people and helps interpret facial expression based on
how it is universally and heuristically perceived by a large common
population.

2.2 FER Labeling for Machines Learning
Datasets

With affective computing applications on the rise, the use of auto-
matic FER machines has become commonplace in many contexts
such as security [63], driver safety [40], healthcare systems [51, 73],
and others [56, 86]. During the last decades, machine learning re-
searchers have made promising progress in building datasets and
developing AI models for FER [18, 29]. Due to a shift from model-
centric to data-centric AI [60], researchers also started to build
diverse training datasets with in-the-wild images [58, 59, 87].

Despite these efforts, most existing datasets still do not capture
the diverse interpretations of facial interpretations. That is, these
existing FER datasets do not fully incorporate the complexity, am-
biguity, and subjectivity found in spontaneous facial expressions.
This is because the images are typically annotated by only one or
two annotators assigned per image, who are given a single-choice
interface to annotate an emotion label to an image (e.g., providing a
radio button UI to choose a single emotion that represents the given
facial image). This precludes the possibility of secondary or subtle

emotions being labeled on facial images and excludes the images
with ambiguous expressions from the final dataset even if they
can be useful in training AI agents [13]. In this work, we present
the design of an interface that displays an emotion keyword and
then prompts users to provide binary labels on facial expression
images (to indicate whether the emotion ‘exists’ or ‘not exists’ in
the image). By aggregating these emotion-specific labels, we cap-
ture diverse valid interpretations for even ambiguous or complex
facial expressions.

Quality control in label collection has long been a challenge
for many researchers [48, 71, 72]. A typical approach to improve
annotation quality is to collect multiple valid responses from a
large number of annotators and aggregate them with answer dis-
tributions, particularly in domains where answers are ambiguous
or subjective. Crowdsourcing researchers have found that a set of
non-expert’s aggregated annotations can outperform the quality of
a single expert because annotators’ diversity can help mitigate an
individual’s bias and subjectivity [69]. However, collecting annota-
tions or labels that are socially agreed upon, especially for those
that are complex and ambiguous, is a challenging task. It requires
responses from a large population representative of society, thereby
incurring high expenses in terms of human effort and cost [13].

One way to create an effect of recruiting a large group of anno-
tators with just a few is to elicit richer responses from each worker
by asking them to estimate the label distribution of a larger group
and providing them with an interface to choose all plausible labels
instead of forcing them to choose a single label (i.e., multi labeling
and peer prediction from Bayesian Truth Serum) [13]. Inspired by
previous work, we explore the design of a game that can engage
players to naturally provide FER labels while trying to win the
game. Our game design induces players to guess other players’
perspectives to avoid being suspected as the hidden ‘bot’.

2.3 Games with a Purpose
Games with a purpose can serve as an effective tool for engaging
and motivating a large group of people for both peer learning and
dataset collection. Gamification has been proposed in various do-
mains and some with great success, such as protein folding with
FoldIt [15], classification of galaxies with Galaxy Zoo [42], col-
lecting common-sense knowledge with Verbosity [78], and others
[77, 79]. To improve the effectiveness of FER training by encourag-
ing learner motivation and attention, few studies have introduced
gamified FER training tools: Let’s face it! [74], Junior Detective
Training Program [5], and MT-ALEX [50]. While such gameplay
(e.g., shooting games or role-playing games) can be engaging, they
are designed specifically for children with autism, Asperger’s syn-
drome or for alexithymic individuals, making it challenging to
generalize their effectiveness to adults and non-clinical populations.
Building on this prior work, we aim to extend the benefits of games
to a wider range of people.

Meanwhile, collecting labels for AI training during gaming can
be an efficient approach to enrich the dataset. For example, ESP
game [76] is a two-player online game that collects web image labels
through player consensus on image descriptions. ASL Sea Battle [8]
is a sign language game designed to collect ASL videos and labels
while educating users. We are inspired by these existing practices
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Figure 2: Design elements and Bot’s algorithm decided in the final design probe session. (a) The rewards are halved in each
subsequent round. The amounts in parentheses indicate the halved rewards imposed as a penalty for players who are
deactivated midway through the game. Experience points are consistently awarded at a rate of 200 EXP, regardless of whether
players win or lose. Parameters such as (b) Time restrictions and (c) the threshold for the bot’s prediction accuracy in labeling
and last mention were decided based on feedback from the iterative design probes. (d) A color chart is used to provide a
consistent look and feel, and friendly emojis are included to increase engagement.

of collecting high-quality labels during interactive and intensive
gameplay. However, because the applicable range of existing game
designs is limited to annotating only objective data with obvious
ground truth, we propose a novel game design to collect reliable
labels for subjective facial expression data by integrating advanced
crowdsourcing techniques within a web-based game interface.

The right combination of game elements is a key requirement for
engaging people, motivating action, promoting learning and solv-
ing problems [43]. Drawing from various gamification strategies
discussed in literature [17, 19, 44, 70], we identified a comprehen-
sive list of elements and incorporated them into the design of Find
the Bot! through three rounds of design probing, which are detailed
in Section 3.

2.4 Design Elements for Effective Learning
The successful integration of design elements is crucial in creating
effective learning tools, especially in online learning environments.
An early work on e-learning has explored six elements of effective
design, which are Activity, Scenario, Feedback, Delivery, Context,
and Influence [10]. Another work suggests that Presentation, Hy-
permediality, Application Proactivity, and User’s Activity are the
core dimensions for evaluating e-learning tools [2].

User activity element in e-learning involves interactive tasks or
exercises that learners engage with to reinforce and apply their
knowledge. These can include quizzes, simulations, discussions,
and other interactive elements [68]. The presentation and delivery
element (including hypermediality) focuses on how the content is
presented to learners. This includes the overall design, layout, and
multimedia elements such as text, images, and videos. Effective
delivery ensures that the experience is engaging. The scenario and
context elements suggest creating realistic contexts for learning by

presenting learners with situations or challenges they might en-
counter in the workplace or in practical scenarios [14]. Learners
navigate through these scenarios, making decisions and experienc-
ing consequences. Feedback and application proactivity elements
are crucial for learners to understand their performance [16]. In e-
learning, feedback can be immediate, providing guidance on correct
or incorrect answers, and motivating them to reflect on. Overall,
when these design elements are combined thoughtfully, they con-
tribute to a comprehensive and engaging learning environment.

In the domain of FER learning, previous research has shown that
training for an individual’s FER perception is more effective when
administered by a human instructor or in small groups rather than
being self-administered on a computer [7]. Unfortunately, current
FER training tools [5, 23, 74] lack human interaction due to their
exclusive focus on self-administration through fully-automated
processes. Moreover, some tools provide only a fraction of the
necessary sessions consisting of instruction, practice, and feedback,
rather than combining them to create a comprehensive training
experience [7]. This hinders the trainee from getting feedback from
others or going through multiple effective practice sessions.

In this work, we aim to not only include all three necessary train-
ing sessions for FER learning (instruction, practice, and feedback
sessions) into our proposed game design but also aim to incorpo-
rate the design elements for effective e-learning suggested by prior
work. We came up with 14 detailed game elements grouped into
10 based on an overarching motivational strategy from previous
studies [2, 10, 17, 19, 44, 70]. The element groups include a storyline,
social pressure (both related to scenario and context element), chal-
lenge, competition (both related to user activity element), reminder,
aesthetic (both related to presentation and delivery element), pro-
gression, reward, status, and punishment (all related to feedback and
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application proactivity element), which are summarized in Table 8
in Appendix A.

3 DESIGN PROBING
In this work, we design an integrated game that can solve twomajor
challenges within a single application: (1) challenge in interface
design for human FER training and (2) challenge in interface design
for machine learning FER dataset labeling. More specifically, we
set our first design goal as follows:

• DG1: Enable diverse layers of interactions between players
so that they can learn socially agreed-upon interpretations
of emotions through observational learning and real-time
personalized feedback from others.

Through an iterative design process where we prototyped dif-
ferent interface mock-ups, we formulated a more specific set of de-
sign goals that helped resolve practical challenges we encountered
during prototyping. For each prototyping iteration, we reflected
feedback from three graduate students and six undergraduate stu-
dents recruited in our institution (7 male, 2 female; age M=22.67
and SD=2.18). Each person participated to test a prototype for ap-
proximately an hour and a half providing verbal feedback in think
aloud protocol. The added design goals are as follows:

• DG2: Minimize the difficulty and effort required for the la-
beling actions during the game so that the players can focus
on the gameplay.

• DG3: Provide game rules and elements that are easy to learn
so that not only those who desire to improve their FER skills
but also ordinary players can effectively engage and enjoy
winning the game.

The below subsection summarizes what we found through the
iterative design probes and how we incorporated them into our
final design of Find the Bot!.

3.1 Findings and Design Considerations
3.1.1 Using a storyline and sophisticated reward systems for integrat-
ing complex game elements: In the first design probe, we tailored
ESP game [76] format, but the overly simplified design hindered
participants from having a gameful experience. On the other hand,
the addition of too many design elements specified for FER learning
in our second design probe failed to motivate participants due to
the complexity. From the literature survey, we found that an easy-
to-understand scenario could alleviate the complexity, which led
us to include a Mafia game storyline of finding a non-human bot
to closely tie all necessary game elements without hindering game
coherence.

We also found that providing sophisticated rewards system mo-
tivates users and helps maintain their engagement [44]. For more
realistic and sophisticated rewards system, we used actual currency
as points, which participants reported to provide stronger moti-
vation toward gameplay. Additionally, points were designed to be
rewarded differently based on various scenarios in our final design
(as shown in Figure 2(a)).

3.1.2 Applying microtask workflow to lower task complexity: In our
initial prototype, participants were required to click all plausible
emotion labels for a single image within a limited time frame, which

most participants found stressful and led to poor labeling quality.
Consequently, we ended up breaking this complex task into smaller
units of work (as done in microtask crowdsourcing), specifically
through single-class binary labeling.

3.1.3 Balancing the level of difficulty to elicit motivation and improve
label quality: We observed that participants became demotivated
when the difficulty level was either overly simple or excessively
challenging. To achieve a moderate challenge, we carefully adjusted
the difficulty level by tuning the parameters of the bot’s algorithm
that we employed through a trained DCNN model on FER+ [4]. We
determined specific parameters for the bot’s algorithm based on
participant evaluations from the design probes. Additionally, the
number of game rounds and time restrictions were also decided in
the design probes, all of which are depicted in Figure 2.

The difficulty level was also affected by the social pressure from
other players, which could induce a biased response toward one
side, hindering the labeling and learning of diverse perceptions.
This issue could be resolved by providing equal opportunities to
all players. To ensure equal opportunities, we employ two game
elements in our final design, which are turns and anonymity. During
gameplay, we designed all players to be anonymized without any
displayed rankings or badges, and they take turns equally in an
order determined randomly at the beginning of each game round.

3.1.4 Attractive visual design: Beyond our initial expectations,
participants provided substantial feedback on the look and feel of
the UI design. We found that an aesthetically pleasing UI design,
including a clear layout and consistent style and color themes, is one
of the key design elements for successful gamification. Therefore,
in the final design, as shown in Figure 2(d), we used a color chart
to ensure consistency in the overall theme and included rich visual
elements associated with the game’s storyline.

4 FIND THE BOT!
Below, we describe our overall game design including gamification
strategies and the gameplay that aim to seamlessly incorporate our
design goals. To illustrate how our game design supports effective
training and reliable label collection while players enjoy the game,
we walk through a scenario following Dia, who is playing the
game in her free time. We then give a brief overview of the app’s
implementation.

4.1 Gamification Strategies
To effectively engage and motivate people within an interface, we
designed our game using a combination of game elements based on
existing gamification strategies [17, 19, 33, 44, 70] and our findings
from the design probing. The game elements used in Find the Bot!
were designed considering two different levels: an abstract level
connected to motivational strategies (first column in Table 8), and
a more concrete level that facilitates the implementation of these
strategies (second column in Table 8). We came up with 10 motiva-
tional strategies, each implemented through 14 concrete level game
elements that are suitable for our game. These are summarized in
Table 8 in the Appendix A.
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Figure 3: In both [1] the Main Page View and [2] the Game Page View, game elements fulfill specific roles. On the main page,
players can track their own status and progress in the game, aided by a variety of motivating game elements listed from (a) to
(h). On the game page, an array of components assists players in following the game flow and becoming fully immersed in the
gameplay. Detailed descriptions of these elements are provided in Table 8 in the Appendix A.

4.2 Gameplay of Find the Bot!
In the classic Mafia game, each player is secretly assigned a role
as either Mafia or Innocent and takes turns trying to guess who
the Mafia members are based on each player’s responses. If players
detect suspicious responses, they can vote to deactivate the players
who appear to be Mafia after listening to their ‘last comment’ — a
speech that players can make in their own defense. When the num-
ber of Mafia members equals or surpasses the number of Innocents,
the Mafia achieves an immediate victory.

Find the Bot! is inspired by this traditional game, but has tailored
the gameplay to focus on FER training and labeling. As summa-
rized in Table 2, Find the Bot! involves four human players, who are
anonymized in the game, along with an AI ‘bot’ that has slightly
lower FER ability than average people. The game goal is for human
players to successfully spot the bot among themselves through
real-time interaction and cooperation while trying to avoid raising
suspicion of being the bot. The game consists of four rounds, each
featuring a randomly chosen emotion keyword from the basic emo-
tions (happiness, sadness, surprise, fear, disgust, anger, contempt,
and neutral) [22]. In each round, six game stages unfold: labeling,
skimming, pointing out, voting, last defense, and advice. The game
ends immediately when the win or lose conditions are met, even if
it is in the middle of a game stage. We provide detailed descriptions
of each game stage and flow, accompanied by screenshots and a
flowchart, in the Appendix B.

Feature Description
Number of Participants Five players (four human players and

one bot pretending to be a human)
Game Goal Finding the bot among players without

being deactivated
Lose Condition Deactivation of two players or failure to

find the bot until the final fourth round
Win Condition Successfully find the bot before the end

of the game
Number of Game Rounds Four roundswith randomly set basic con-

ditions
Game Stages Six stages (labeling-skimming-pointing

out-voting-last defense-advice)
Table 2: The overview gameplay of Find the Bot!

4.3 Game Scenario
To better understand how Find the Bot! engages people in both reli-
able label collection and effective human FER training, we describe
the active interactions between Dia and other players in the game.

4.3.1 Set-up. Dia frequently experiences challenges due to her
limited social awareness. Recently, she signed up for a web game,
"Find the Bot!", following a friend’s recommendation, as a means
to enhance her ability to recognize facial emotional expressions in
others. Feeling bored on the bus, she decides to play Find the Bot!
on her smartphone. After logging into the game, she first learns the



CHI ’24, May 11–16, 2024, Honolulu, HI, USA Yeonsun Yang, et al.

Learner group
(N=11)

Ordinary player group
(N=37)

Control group
(N=11)

Task Task A Task A Task B
Gender 1 Female, 10 Male 16 Female, 21 Male 5 Female, 6 Male

Age(M, SD) 21.64, 2.35 20.92, 2.71 21.10, 2.97
FER ability

(min, max, M, SD) 26, 40, 36, 3.90 43, 63, 51.57, 4.88 31, 40, 37.18, 2.40

Table 3: Participants demographics. FER ability was measured using a pre-survey (combined JACFEE and JACNeuF) on a scale
from 0 (low ability) to 64 (high ability).

rules through a tutorial. As the rules are based on the famous Mafia
game plot, she quickly understands the gameplay. To access a game
channel, Dia is directed to the main page (Figure 3(1)) of the game
website. On this page, Dia can view her profile (Figure 3(e)), which
includes points, level, and a progress bar, as well as the leaderboard
(Figure 3(g)). Dia clicks on ‘channel access’ (Figure 3(h)) to play with
other players. Upon entering channel 1, she encounters a fluent
player with the nickname ‘Hany’, who has a high ranking with a
red badge (Figure 3(f)), which motivates her to improve her ranking
on the leaderboard after playing the game.

4.3.2 Playing Find the Bot! Now, an emotion keyword for the first
round, ‘contempt’, is presented on the screen (Figure 3(2)). All
players, including Dia, are now anonymized. Everyone pays close
attention to label images as either ‘contempt’ or not while glancing
at the shrinking timer bar (Figure 3(k)). Dia scans her assigned
images, and then, in a state of uncertainty, clicks on the image in
the top right corner that seems to represent ‘contempt’.

After labeling, all players skim each other’s labels. During this
time, Dia finds an image in the top left corner from ‘anony 1’ (Fig-
ure 3(i)) that is labeled as ‘contempt’, even though it doesn’t seem
to represent that emotion. She makes a mental note to point it out
as an error on her turn. After a few turns have passed, Dia takes her
turn and immediately points out the image from anony 1, identify-
ing it as a bot’s error. However, no players agree with her suspicion,
thereby invalidating the vote. Feeling puzzled, Dia closely reex-
amines the image to understand why others see it as representing
contempt. Then, next player takes their turn and points out a label
from anony 4 as incorrect. While Dia had agreed with anony 4’s
labels, after voting, the other players do not agree that the image
represents ’contempt’.

Having consistently disagreed with others in her emotional judg-
ments, Dia now decides to pay close attention to how other players
categorize faces as showing contempt or not. Suddenly, Dia’s screen
starts flashing red, accompanied by a notification that she had been
spotted as a bot! Feeling flustered, Dia quickly scans through her
own labels to identify any that might not be convincing to others,
but ultimately fails to find the evidence. Dia is now deactivated due
to failing in finding the evidence, and she learns how the majority of
people interpret the emotions of her given images. After finishing
the game, Dia feels a newfound competitive spirit and aims not to
get pointed out as a bot and deactivated early in the next game, as
she re-enters the game channel.

Figure 4: Histogram of FER scores of 275 participants who
responded to our online survey in which was aimed to
collect ground truth measures for the user study. We used
the conventional sign-based scoring. Red dash line indicates
the first quartile, which was used as a criteria to group user
study participants.

4.4 Implementation
Find the Bot! was implemented with Django web framework, us-
ing Python 3.10, HTML5, CSS3, and Javascript. For the back-end,
we used MySQL to track user data, including behavior logging
and label histories for our user study. Real-time communication
and synchronization of game states between users and the server
were facilitated using WebSockets and Django Channels. To imple-
ment the bot’s functionality, we locally trained a state-of-the-art
DCNN model based on the VGG13 architecture [57]. This model
was trained on the widely used in-the-wild facial expression dataset,
FER+ [4], comprising about 35k images categorized into eight emo-
tion classes: neutral, happiness, surprise, sadness, anger, disgust,
fear, and contempt. The server was equipped with the trained model
to predict emotional labels for images in real-time during the game,
effectively serving as the ‘bot’. We note that the bot’s performance
is fixed throughout all gameplay to provide consistent level of diffi-
culty.

5 USER STUDY
To evaluate the feasibility of gamifying and integrating human
FER training and FER label collection for machine learning into a
single game application, we conducted a user study with Find the
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Figure 5: A summary of log data (a-c) and post-survey responses (d-e) from all participants who used Find the Bot! in our user
study. Within each game, rich interaction was observed, which is summarized in (a) and (b). As shown in (c), we observed that
the number of times being mistaken as a bot decreased in the second day, which implies improved performance in
judgment-based FER ability. Participants reported that they would use this game during commuting on public transportation,
and the preferred duration of the game as around 16-20 minutes in average.

Bot!. While any in-the-wild dataset could be applied to the game,
we used a portion of the AffectNet [58] dataset as spontaneous
facial expression images. AffectNet is one of the most widely used
large-scale dataset of facial expression images collected in real-
world settings, and it includes categories for our target emotions
(seven basic emotions [22] and neutral). We randomly selected 28
facial expression images from AffectNet for each emotion category,
totaling 224 images used in the study.

We had three main goals for the user study: (1) to assess the
quality of overall game design, (2) to assess the effectiveness of
judgment-based human FER training, and (3) to assess the quality
of collected labels through the game.

5.1 Measures
5.1.1 Assessing the game design: To answer RQ1, we collected and
evaluated user experience through the Game Experience Question-
naires (GEQ) [38] and the System Usability Scale (SUS) [9]. We
note that we did not employ alternative methods such as the Player
Experience Inventory (PXI) [1], as the combination of the GEQ, SUS,
and our detailed, customized post-survey would be sufficient to an-
swer our research questions. Moreover, GEQ has multidimensional
structure, being widely applicable to various game genres [46]. In
addition to these questionnaires, we analyzed participants’ game
progress from their log data (summarized in Figure 5) and their
responses in a post-survey.

5.1.2 Assessing the effectiveness of FER training: To answer RQ2,
we collected ground truth measures from 275 people (aged from
18 to 59) by snowball sampling and online advertising (as shown
in Figure 4). The ground truth measures served two purposes: 1)
to set criteria to divide our participants into learner and ordinary
player groups and 2) to evaluate the judgment-based FER abili-
ties of the learner group before and after the user study. We used
Japanese and Caucasian Facial Expressions of Emotion (JACFEE)
and Neutral Faces (JACNeuF) [53] as the ground truth measures.
These materials, widely used in facial emotion research, consist of
eight facial expression images labeled based on AUs. The materials
included a total of 64 images (8 for each emotion). We analyzed the
distribution of FER scores (M=45.87, SD=6.58) and used the first
quartile, which was 40, as a criterion to classify participants into
learners who have low FER scores and ordinary players.

5.1.3 Assessing label quality: To answer RQ3, we used Gini coeffi-
cent [28] and Fleiss Kappa [26] to measure the level of agreement
among all players, which indicates the reliability of the socially
agreed-upon emotion labels.

5.2 Participants Recruitment and Study
Procedure

We recruited 59 participants (38 male, 21 female; age M=21.08 and
SD=2.71) from our university mailing lists and through online ad-
vertisements on social media where the recruitment and the ex-
periments were in accordance with our institution’s IRB policies.
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Component Average Score
Learners(N=11) Players(N=37) All players(N=48)

Positive Affect 2.45(SD=0.33) 2.54(SD=0.39) 2.52(SD=0.36)
Negative Affect 1.59(SD=0.65) 1.44(SD=0.53) 1.47(SD=0.56)
Tension & Annoyance 1.18(SD=0.37) 0.88(SD=0.17) 0.94(SD=0.21)
Competence 2.20(SD=0.48) 2.44(SD=0.24) 2.39(SD=0.28)
Challenge 2.51(SD=0.84) 2.11(SD=0.91) 2.21(SD=0.88)
Flow 2.18(SD=0.83) 2.09(SD=0.71) 2.11(SD=0.73)
Sensory & Imaginative Immersion 2.82(SD=0.32) 2.77(SD=0.28) 2.78(SD=0.26)

Table 4: Component scores of Find the Bot!, as measured by GEQ using a linear scale of 0 to 4. On this scale, 0 represents ‘not at
all’, 1 represents ‘slightly’, 2 represents ‘moderately’, 3 represents ‘fairly’, and 4 represents ‘extremely’.

Strategy Game Element Response Rate
Learners
(N=11)

Players
(N=37)

All Players
(N=48)

Story Mafia game plot 1.00 0.95 0.96

Challenge Time pressure 1.00 0.95 0.96
Difficulty level 0.82 0.92 0.90

Progression
EXP

0.73 0.65 0.67Level
Progress bar

Reward Point system 0.91 0.51 0.60
Competition Leader board 0.64 0.68 0.67

Status Badge 0.91 0.68 0.73
Punishment Deactivation penalty 0.73 0.65 0.67
Reminder Signposting 1 0.89 0.92

Social pressure Turn 0.91 0.76 0.79Anonymity
Aesthetic UI design 0.91 0.97 0.96

Table 5: Evaluation of 14 game elements in Find the Bot! The response rate indicates the proportion of participants (out of
N=48) who answered ‘yes’ to the customized question in the post-survey related to each strategy - game element.

Participants completed a pre-survey to assess their FER abilities
score. Based on this score, we classify participants into learners
with low FER scores (below 40 scores, total 22 participants) and
ordinary player group. Half of the learner group were then assigned
to an experiment group (N=11) and the rest half were assigned to a
control group (N=11). We detailed participant demographics are
summarized in Table 3.

The study was conducted in person and consisted of two differ-
ent tasks: A) playing Find the Bot! or B) labeling facial expression
images. Both the learner and ordinary player groups were assigned
to Task A, while the control group was assigned to Task B. We
included this control condition, Task B, to serve two purposes: (1)
to demonstrate that improved FER scores are result from the use
of Find the Bot!, not from getting used to a labeling task or cate-
gorical learning and (2) to confirm that the effectiveness of FER
training, especially in terms of judgment-based scoring, stems from
interacting with a group of people, not from repetitively practicing
alone. Task A lasted a maximum of 180 minutes and participants
were compensated with 45,000 KRW (approximately 34 USD). Task
B lasted a maximum of 90 minutes and participants were compen-
sated with 22,500 KRW (approximately 17 USD). All participants

read and signed the informed consent form. Below, we describe the
detailed task procedure.
Task A: The study was conducted over two days, with each ses-
sion lasting 90 minutes. During the first session, participants were
provided with an overview of the study (15 mins) and then given di-
rect access to Find the Bot! through their smartphones or personal
devices via a URL we shared. Participants were given a tutorial
in the Find the Bot! and asked to go through a practice game to
familiarize themselves with the interface (15 mins). Then partici-
pants were asked to access the game channel and play the game
(60 mins). In each channel, a pre-matched team consisting of one
learner and three ordinary players entered the game. During this
time, we logged all game interactions on the server. During the
second session, participants were asked to play the game (60 mins),
with a short break of about 5 minutes. After playing the game, par-
ticipants used an online form to answer a post-survey that included
several questions about their experience and measurements of their
FER abilities (20 mins).
Task B: The study was conducted for a single day with a maximum
duration of 90 minutes depending on the participant’s labeling
speed. To provide a consistent experience with Task A, we used
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the same set and amount of facial expression images as were used
in the game for Task A. Participants first were explained to an
overview of the study (15 mins). Then participants were asked to
access an online form and then to label 200 spontaneous facial
expression images (45 mins) with eight emotion categories (seven
basic emotion and neutral). After the labeling task, participantswere
asked to complete a post-survey that included only measurements
of their FER abilities (10 mins).

6 EVALUATION AND RESULTS
We analyzed the results of our user study to assess (1) the quality of
overall game design, (2) Find the Bot!’s effectiveness on judgment-
based human FER training, and (3) the quality of collected labels
through the game. To ensure a learning effect beyond merely un-
derstanding others’ thoughts about facial expressions to win the
game, we assessed items (2) and (3) through study artifacts derived
from both in-game contexts (i.e., labels collected during the game)
and contexts beyond the game (i.e., pre- and post-tests with FER
measurement).

6.1 Evaluation of Game Design
6.1.1 Statistical results. To understand user experiences of Find
the Bot!, we quantitatively analyzed game log data throughout the
user study (see Figure 5). In a single game round, the average play-
time was 390 seconds and the number of collected labels was 16 in
average. Within 390 seconds, a significant number of interactions
occurred, stemming from each game stage. We observed consis-
tent patterns of gameplay over the two study days, including the
average number of game rounds, the number of times reaching to
voting stage (driven by pointing out a controversial label), and the
points earned. Meanwhile, we noted a trend where both learner
and ordinary player groups were less frequently pointed out by
others in the second day. These results suggest a progression in
their emotional assumptions.

Based on the feedback from participants, we found the optimal
playtime is 16.56 minutes. This is because Find the Bot! induces
highly concentrated game interactions, which consequently require
substantial mental effort. Thus, participants commented that taking
breaks within a relatively short timeframe would be the best use-
case scenario.

6.1.2 System usability. To assess the usability of our game inter-
face, we used the SUS. The mean SUS score for Find the Bot! was
M=80 (SD=11), on a scale from 0 (worst) to 100 (best). The average
SUS scores for the learner group and the ordinary player group
were M=77.73 (SD=11.04) and M=81.01 (SD=11.31) respectively, and
the independent samples t-test results showed no statistically sig-
nificant difference between the two groups (p=0.40). According to
[9], these scores indicate good and acceptable usability. The results
suggest that Find the Bot! is designed to be easily used even though
it has various complex game elements.

6.1.3 Game experience. As shown in Table 4, we analyzed GEQ
responses, where the independent samples t-test and Cohen’s d
showed no statistically significant difference between the learner
group and the ordinary player group (p>.05, effect size <.2). Par-
ticipants reported that they enjoyed the game and had an overall

positive game experience. In response to a post-survey question
“Rate how enjoyable the game was on a 7-point scale”, the average
score was 4.98 (SD=1.26). The results of GEQ also support this, with
the high scores for positive affect (M=2.52, SD=0.36) and low scores
for negative affect (M=1.47, SD=0.56) as well as very low scores
for tension and annoyance (M=0.94, SD=0.21). The high average
score (M=2.78, SD=0.26) for Sensory & Imaginative immersion also
indicates that participants were impressed and attracted to Find
the Bot!. Competence (M=2.39, SD=0.28) and Challenge (M=2.21,
SD=0.88) scores suggest that the difficulty of our game was bal-
anced, allowing participants to feel accomplished and confident
during gameplay. The average Flow scores were relatively moderate
(M=2.11, SD=0.73), which we supposed that the long user study
duration (lasting 60 min with a 5-min break) might influenced.

6.1.4 Game elements evaluation. To further assess the effectiveness
of each game element in engaging and motivating users, we asked
14 customized questions in post-survey. For example, regarding the
‘Story’ strategy, we asked “Did the Mafia game plot of finding the
hidden bot among people provide enough enjoyment? (answering
‘yes’ or ‘no’)”. Based on the results (see Table 5), most of the elements
were considered well-designed to motivate users with a response
rate of over 70%. Chi-Square test and phi coefficient did not find
a significant difference in each element between the learner and
ordinary player groups (p>.05, effect size<.2), except for the Point
system (p=0.04, effect size=0.29).

Additionally, we found that specific elements — Progression,
Competition, and Punishment — were relatively accepted at a mod-
erate level across all players. This may be due to the limited experi-
mental duration (1 hour per day, a total of two days), which was
not long enough for some participants to make significant progress.
Specifically, the primary response from participants was that the
leader board with points and EXP (level) effectively motivated them,
while a few participants who had a significant gap in scores com-
pared to those at the leader board felt demotivated. Participants
commented that they decided to stop trying to close the ranking gap
because the difference was too significant to overcome in just two
hours. Similarly, participants who were deactivated too frequently
also mentioned that the penalty element lowered their motivation.
We expect positive feedback on these elements in natural settings,
and for ideal duration per play (around 16 minutes).

6.2 Improvement on Judgment-based FER
Scoring

6.2.1 Evaluation of FER ability. Descriptive statistics of partici-
pants in the learner group and control group on the FER mea-
surement (JACFEE and JACNeuF) from pre-test to post-test are
depicted in Table 6. The difference in pre-survey scores between
the two groups (learners or control group) was not statistically
significant (p=0.402). We used repeated-measures ANOVA and Co-
hen’s d (as effect size) to examine the significance of pre-to-post
test score differences within each group and used Bonferroni cor-
rections to correct p-values for multiple comparisons. To assess
the effectiveness of tasks from both AUs and group perception
perspectives, we applied two scoring systems: sign-based scoring
and judgment-based scoring, respectively. Sign-based scoring is
the original scoring system defined by the authors (Matsumoto
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Learner Group (N=11) Control Group (N=11)
pre post p d* pre post p d*

Sign-based scoring 36.00
(3.90)

40.55
(5.23) 0.222 0.866 37.18

(2.40)
42.55
(7.56) 0.057 1.02

Judgment-based scoring 38.55
(3.75)

42.64
(5.92) 0.448 0.780 41.27

(3.44)
44.45
(7.27) 0.289 1.126

Table 6: Descriptive statistics (means and standard deviations) and results of group comparisons (repeated-measures ANOVA)
of the FER scores. The results show that Find the Bot! can effectively improve learners’ FER abilities in both sign-based and
judgment-based scoring compared to the control group. (*d = cohen’s d effect size)

and Ekman [6]), based on standardized facial action units in the
FACS system. For judgment-based scoring, we used the results of a
pre-survey with 275 participants and adopted the responses that the
majority of participants selected as answers for the judgment-based
scoring system. While all scores were increased after the gameplay
and the labeling task, no statistical significance was observed. We
believe that this is because of the small sample size. Therefore, we
further analyze the agreement of labels after using Find the Bot! in
the next subsection.

Learner Group (N=11) Control Group (N=11)
pre post pre post

Fleiss’ kappa 0.45 0.528 0.464 0.484
Table 7: Inter-rater reliability of pre-test and post-test
responses computed using Fleiss’ kappa. The learner group
who used Find the Bot! showed higher agreement after
participating in the gameplay.

Figure 6: The total number of times that participants
changed their post-test judgements on the eight most
controversial images. The learner group’s responses shifted
towards judgment-based answers, while the control group’s
responses leaned towards sigh-based answers.

6.2.2 Increased Agreement after Using Find the Bot! We analyzed
the inter-rater reliability of pre- and post-test responses between
the learner and control groups using Fleiss’ kappa [26] (see Table
7). The increase in Fleiss’ kappa score from the pre- to post-test
was larger in the learner group (0.078) compared to the control
group (0.02), indicating that Find the Bot! help reach better agree-
ment among responses. We additionally investigated the number of
responses that participants altered in their post-test judgments, par-
ticularly focusing on controversial facial expression images — 8 out
of 64 images (12.5%) that showed different aggregated responses
in judgment-based scoring compared to sign-based scoring. As
shown in Figure 6, we observed a trend where the learner group’s
responses shifted towards judgment-based answers, while the con-
trol group’s responses leaned towards sigh-based answers. The
analysis of pre- and post-test responses indicates that the learner
group actually learned how the group would perceive facial emo-
tions, extending beyond in-game contexts. Together, these results
suggest that Find the Bot! effectively supports judgment-based FER
training rather than merely understanding others’ thoughts about
facial expressions, addressing RQ2.

6.3 Increase on Social Agreement of Collected
Labels

In total, we collected 10,193 binary labels (e.g., ‘True’ for ‘happiness’
on ‘image ID’) for 224 spontaneous facial expression images from
the AffectNet dataset. To evaluate the quality of labels collected
through Find the Bot!, wemeasured the reliability of labels using the
Gini coefficient, a uniformity metric commonly used to evaluate the
equality of distributions in economics [28]. Given that we have label
distributions generated by multiple users for each image, and each
label involves a different number of labelers, the Gini coefficient
is considered more suitable for measuring reliability compared to
inter-rater reliability measures like Cohen’s kappa. We present the
result in Figure 7(a).

As shown in Figure 7(a), the solid curve shows the Gini coeffi-
cient of label distributions of each image is highly skewed towards
1. More than 90% of images have Gini coefficient > 0.4. This shows
that the labels are extremely uneven among eight emotion classes
within each facial expression image. These results suggest that
Find the Bot! can help annotators produce socially agreed-upon
FER labels. Additionally, we measured Gini coefficient for the pre-
and post-test results from all players (Figure 7(b)). We observed a
shift toward consensus, as evidenced by a more skewed Gini coef-
ficient of responses in the post-test compared to the pre-test. The
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Figure 7: Two graphs depict the cumulative distribution function (CDF) of the Gini coefficient. (a) illustrates the Gini coefficient
for collected label distribution throughout the study. (b) displays variations in the Gini coefficient for the distribution of
pre-test and post-test results from 48 participants, across 64 facial expression images of our FER measurements (JACFEE and
JACNeuF). The blue dashed line represents the distribution of Gini coefficient for the pre-test, and the orange solid line
represents that for the post-test. A higher Gini coefficient value indicates more skewed to one emotion label, while a lower
value means equal weights for all labels. The significance of the Gini coefficient values are (<0.2 : perfect income equality,
0.2-0.3: relative equality, 0.3-0.4: adequate equality, 0.4-0.5: big income gap, >0.5: severe income gap) [75].

results support that Find the Bot! helps labelers increase the social
agreement of the collected labels on spontaneous facial expression
images, addressing RQ3.

7 DISCUSSION
We discuss the generalizability, guidelines for game with a pur-
pose, multi-label learning, and possible limitations and future work,
reflecting on the lessons learned for this work.

7.1 Generalizability
While we demonstrate the usability of this new gamified interface
using an emotional judgment task, we suggest that our findings
could be generalized to solve similar but different problems. Specif-
ically, tasks that have the following properties would be especially
amenable to our approach:

• The task could be answered in binary (e.g., yes or no) and
does not require open-ended responses. Many classification
tasks would belong to this class.

• The task can be broken down into the smallest units of work.
For example, multi-labeling tasks would not belong to this
class because they cannot be reduced to binary labeling of
‘true’ or ‘false’.

• The task is simple enough to allow users to make judgments
within a few seconds without a second thought.

• The task embraces subjective responses, but the expected
responses should have high agreement rate. For example,
movie reviews or satisfaction ratings would not be suitable,
because the responses may be dispersed.

We found that many common crowdsourcing problems have
these properties, particularly in domains where answers are am-
biguous or subjective, such as entity recognition [41], information
retrieval [47], or object classification [65]. This is also true for
problems in computer-based training of human perception, like

judgments of others’ thoughts, empathy, personality, and intention
from speech or text [7, 81]. We suggest that a range of domains
beyond the one explored in this paper may also benefit from our
approach.

7.2 Guidelines for Game with a Purpose
In our study, we identified two important considerations in design-
ing game interfaces to successfully engage and motivate partici-
pants, especially in controlled environments. We share the insights
gained from this process below.

Benefits from consistent and attractive UI design.
In general, most research-oriented gamified interfaces are imple-
mented using quick-and-dirty methods. Therefore, while attractive
UI design is a known element for enriching user experiences, re-
searchers often tend to focus more on other elements or approaches.
However, we observed that participants provided positive feedback
and expressed satisfaction with Find the Bot!, which includes an
appealing UI design as one of our approaches to effective online
learning and gamification. In response to the request “Write the
best part of this game freely.”, majority of participants cited the
UI design. P33 and P44 mentioned "The pixel-style graphics, fonts,
and animation effects make the game more interesting for me.",
and P16 referred “I felt that Find the Bot! could be released as a
commercial game, not just a test.” Although we did not incur a
significant cost (in terms of human effort and financial resources)
on UI design, since we only used open-source pixel graphics, icons,
and fonts, Find the Bot! was able to elicit engaging game experi-
ences from participants. Moreover, with the advance of generative
models, researchers, especially those who are not expert designers,
could benefit with minimal burden in their design endeavors.

Usefulness of utilizing mainstream games. To develop
new and novel gamified interfaces, researchers typically aim to
implement games from scratch, with entirely plot and rules. How-
ever, contrary to expectations of being clichéd, thirty participants
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Figure 8: The bar graph displays participants’ responses to
the question we asked after the user study: “Which emotions
did you find difficult to recognize in the facial expression
images assigned during gameplay? (Select all that apply)”

(62.5%) cited the Mafia game storyline as one of the most motivating
elements. Rather, P18 commented "It’s creative to connect facial
emotion recognition, a completely unrelated topic, with the plot of
the Mafia game." Based on these observations from our study, we
noted that using mainstream game plot can benefit the design of
gamified interfaces without hindering creativity. Additionally, its
familiar rules not only reduce the time participants need to adapt
to the system but also make it useful for redesigning to align with
specific design goals.

7.3 Multi-Label Learning
In our study, most of the collected labels for each facial expression
image were skewed toward a single major emotion, but there were
cases where collective annotations were distributed among multi-
ple categories. Detailed examples are provided in Figure 10 in the
Appendix C. We found that this was because these images were
perceived as conveying compound or ambiguous emotions, or not
fitting into any specific basic emotion categories for the participants.
Recent previous research has proposed methods for annotating all
valid multiple labels in order to robustly train models on datasets
with multiple valid interpretations of spontaneous facial expres-
sions captured in real-world settings [4, 49]. Additionally, a line
of research has introduced probabilistic approaches for effective
multi-label learning by optimally integrating labels and verified the
approaches outperform the commonly used majority vote heuristic
[49, 84].

Inspired by this literature, it is possible to leverage additional
data, such as the results of votes by users in the voting game stage
(e.g., three users agreeing with this label or all users disagreeing
with this label), as ‘implicit labeling’. Integrating this implicit la-
beling when deciding weight of each category might enhance the
quality of labels for spontaneous facial expression images. There
also can be an opportunity to more effectively incorporate ‘bot’
labels (from a DCNN model) in deciding the weight of emotion cat-
egory by leveraging people’s agreement/disagreement with these
labels. Future work could verify the feasibility of these approaches.

7.4 Limitations and Future Work

Our work has a couple of limitations. As more complex AI algo-
rithms are being introduced in the context of growing prominence
of generative models and large language models (LLMs), simple
labeling on static images may not suffice to train these complex
models. If wanting to gamify the data collection for these complex
tasks, more advanced game design and scenarios may be required.

We only used single static pictures to help improve FER ability
of the players, but using a sequence of pictures or even videos
may provide better training effectiveness. Future work may use
more diverse materials within the game to help arrive at more rich
judgment-based agreement among players.

The relatively high complexity of the game may not suit spe-
cific groups of people, such as the elderly, even though they are
included in non-clinical populations. This restricts the target user
group to those who can play digital games and familiar with web
environments. To gather more reliable and varied interpretations
of spontaneous facial expressions from a wide range of non-clinical
populations, future work could focus on tempering the game design
without hindering entertainment and engagement.

We did not collect the socioeconomic status (SES) among user
study participants, which limits the results to be representative of
participants from diverse social backgrounds. Future work may test
the proposed game design with more diverse participants to verify
whether the findings from this study holds even for the diverse
groups.

Participants in the user study use Find the Bot! for a total of
120 minutes over two days. In literature [52], despite variations in
training duration across studies (M=6.37 hr, SD=8.34, Min=5 min,
Max=35 hr), the authors observed that training duration did not
impact training effectiveness. This suggests that training effective-
ness is primarily determined by the approach used, particularly a
combination of instruction, practice, and feedback. Nonetheless,
extending the training duration and then further investigating the
training effectiveness of Find the Bot! can be future work.

Some participants noted that game elements related to rewards
might need improvement to effectively motivate users. They com-
mented that the current point system can be demotivating in some
cases, as it seems unlikely for them to appear on the leaderboard.
Thereby, participants suggested an additional element, such as
personal rankings, that would allow them to track their relative
positions among all players.

As shown in Figure 8, participants reported certain emotions
such as contempt, disgust, and fear, particularly challenging to
label during the game rounds. It would be beneficial to expose users
to these specific emotions more frequently. We primarily focused
on exploring the viability of training and data collection using
our gamified interface in lab environment, and did not extensively
investigate user experience and usage patterns in more diverse
situations.

8 CONCLUSION
In this work, we hypothesize that a well-designed game can engage
and motivate people — both learners and others — for FER train-
ing and labeling using spontaneous facial expression images. In
addition, motivated players not only contribute to higher labeling
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quality but also enhance learning effectiveness (in terms of in-
creasing judgment-based scoring), driven by enjoyment rather than
monetary benefits. In our evaluation with 59 participants, we show
that using Find the Bot! can increase agreement in judgment-based
scoring, which was effective in both training FER for those with
low FER scores, and collecting labels with higher social agreement.
We identified the effectiveness of specific elements within our game
and summarized generalizable insights and recommendations for
designing engaging and motivating games with a purpose, which
includes using consistent and attractive UI design and utilizing
mainstream games. We also suggest generalizable guildelines to be
applied to other similar but different tasks.
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A GAME ELEMENTS OF FIND THE BOT!

Strategy Game Element Description

Story Mafia game plot Enhancing user adaptability and appeal through the adoption of the
popular Mafia game plot.

Challenge
Time pressure

Encouraging users to focus on labeling and reviewing all labels while
monitoring a timer, with time limits set for each game stage: 10 seconds,
4 seconds, 10 seconds, 10 seconds, 10 seconds, and 5 seconds (Figure
3(k)).

Difficulty level Enabling the achievement of a moderately difficult game goal by ad-
justing the performance in the algorithm of a bot.

Progression

EXP
Allowing users to track progress by rewarding themwith 200 experience
points (EXP) after each game, regardless of the win or lose condition
(Figure 3(b)).

Level
Indicating threshold points of experience points - gaining 2000 EXP at
each level and automatically leveling up based on their participation
(Figure 3(a)).

Progress bar Visually indicating the percentage of EXP that has been gained by
gradually filling its empty space with solid segments (Figure 3(d)).

Reward Point system
Rewarding points differentially based on the win/lose conditions and
the phase of the game round when the game goal is achieved (Figure
3(c)).

Competition Leaderboard
A board displaying rankings, nicknames, points, and levels of the top
five users, initially sorted by points and then by level comparison.
Allowing users to visualize their position compared to other users and
motivate them to progress through competition (Figure 3(g)).

Status Badge
A visible symbol for the top five users, marked with different colors
corresponding to their rankings(red, yellow, green, and gray). Boosting
user self-efficacy and satisfaction through showing their achievements
to others (Figure 3(f)).

Punishment Deactivation penalty Watching the remaining gameplay and receiving only half of the points,
even when the team wins, as a penalty for being deactivated.

Reminder Signposting Guiding actions and ensuring that users enter the game flow through
game signposting and brief game captions (Figure 3(j)).

Social pressure
Turn Sequential participation by taking turns to point out the bot equally.

Anonymity Anonymizing all users during gameplay to avoid the influence of spe-
cific users (Figure 3(i)).

Aesthetic UI design
Designing the game interface with a color theme of yellow and blue,
featuring pixel-art graphics, fonts, meaningful icons, and animations
linked to game events for visual appeal.

Table 8: Description of game elements in Find the Bot! The 14 game elements are grouped based on an overarching
motivational strategy, and their equivalents in previous studies [17, 19, 44, 70].
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B DETAILED GAMEPLAYWITH SIX STAGES

Figure 9: The screenshots and flowchart depict the six game stages in Find the Bot! (1) The screenshots illustrate Dia’s game
flow, as described in Section 4.2. (2) Throughout the game flow, players progress through various stages, which are determined
by evolving game interactions. At the start of the game, players enter (a) the labeling stage. After labeling, (b) players skim
through all the labels from each other, before (c) pointing out those suspected of being the bot. Once a player is spotted, the
game stage moves on to voting. If the majority agrees with this suspicion, the targeted player is required to present (e) their
defense. If the player successfully defends themselves, the game stage reverts to taking turns to point out. Otherwise, the
player is deactivated and (f) receives advice. The game continues with players taking turns in this manner until all players pass
their turn.

At the start of each round, a randomly set emotion keyword is shown to all players. In the labeling stage (Figure 9(a)), each player, both
humans and a bot, is assigned four different facial expression images. They have to label whether each image correctly matches the emotion
keyword given at the beginning of the round within ten seconds. For example, if the emotion keyword is ‘happiness’, players click on all
happy-looking images, and those clicked images are labeled as ‘True’, while others are labeled as ‘False’.
After the labeling stage, players move on to the skimming stage (Figure 9(b)), where they can quickly review the generated image-label sets
of all players (including the bot) that flick automatically for three seconds per set, totaling twenty image-label pairs (four pairs per player).

In the pointing out stage (Figure 9(c)), every player, except the bot, takes turns to point out a player they believe might be the bot due to
suspicious labeling. The turns continue until every player clicks the ‘pass’ button rather than spotting, indicating that there are no more
questionable labels. The player taking his turn has ten seconds to thoroughly inspect labels and spot the bot, while the other players can
browse labels in advance to prepare for their turn. For example, if a player sees an image that looks happy but is labeled as ‘False’, they can
click on the labeled image and submit it as ‘evidence’ of being a bot by clicking the ‘spot’ button.

Subsequently, all players participate in the voting stage (Figure 9(d)) to conclude whether the pointed player is really a bot or not by
evaluating the label’s plausibility. If the majority disagrees with the suspicion that the pointed player is a bot, the next player takes his turn
and the pointing out stage is repeated. Otherwise, the pointed player enters the last defense stage.

During the last defense stage (Figure 9(e)), the pointed player has five seconds to identify one of the labeled image that may appear
unconvincing to the other players, while the others wait for his final defense. If the pointed player successfully identifies the ‘evidence’, they
can survive and the next player takes a turn to point out again. However, if the player fails to find the evidence, they will be deactivated
from the game. After a player is deactivated, other players can immediately discover whether it was a player or a bot. The deactivated player
then has to watch the rest of the gameplay as a penalty until the game ends.

To help understand the controversial labeled image, especially for the deactivated player, a advice stage (Figure 9(f)) is automatically
shown as soon as the player is deactivated. During this stage, all players can view a graph showing the distribution of accumulated emotion
labels for the pointed image (the evidence), which has been compiled from all users of Find the Bot! throughout the entire game.

Within the four game rounds, if the human players successfully find the bot by observing each other’s labels and silently exchanging
votes and feedback, they win. However, if the human players fail to find the bot by the last fourth round, or if two human players are
deactivated during the game, they lose. When human players win, they earn both EXP (experience points) and game points, the amount of
which depends on how quickly they find a bot. Additionally, players who are deactivated during the game receive half of the game points as
a penalty. When human players lose, they receive only EXP but no game points.
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C EXCEPTIONAL CASES IN THE DISTRIBUTION OF LABELS IN THE STUDY

Figure 10: Three exceptional cases in the distribution of labels collected during the study, not skewed toward a single major
emotion, are as follows: (1) significant weights assigned to two major emotions, (2) significant weights assigned to more than
three major emotions, and (3) nearly equal weights assigned to all emotions.
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